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Abstr act

Thi s docunent provides an architectural description and the concept
of operations for the Identifier-Locator Network Protocol (ILNP)
which is an experinental, evolutionary enhancenent to IP. This is a
product of the I RTF Routing Research G oup.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for exam nation, experinental inplenentation, and
eval uati on.

Thi s docunent defines an Experinmental Protocol for the Internet
community. This docunent is a product of the Internet Research Task
Force (I RTF). The I RTF publishes the results of Internet-related
research and devel opnent activities. These results night not be
suitable for deploynent. This RFC represents the individua

opi nion(s) of one or nore nenbers of the Routing Research G oup of
the Internet Research Task Force (I RTF). Docunents approved for
publication by the | RSG are not a candidate for any | evel of I|nternet
St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
http://ww. rfc-editor.org/info/rfc6740
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1. Introduction

This docunent is part of the |ILNP docunent set, which has had
extensive reviewwithin the IRTF Routing RG |ILNP is one of the
recomendati ons made by the RG Chairs. Separately, various refereed
research papers on |ILNP have al so been published during this decade.
So, the ideas contained herein have had nmuch broader review than the
| RTF Routing RG The views in this docunment were considered
controversial by the Routing RG but the RG reached a consensus that
the document still should be published. The Routing RG has had
remarkably little consensus on anything, so virtually all Routing RG
out puts are consi dered controversi al

At present, the Internet research and devel opnent comunity is

expl oring various approaches to evolving the Internet Architecture to
solve a variety of issues including, but not linmted to, scalability
of inter-domain routing [RFC4984]. A wi de range of other issues
(e.g., site nultihom ng, node nmultihom ng, site/subnet nmobility, node
nmobility) are also active concerns at present. Several different

cl asses of evolution are being considered by the Internet research
and devel opnent community. One class is often called "Map and
Encapsul ate", where traffic would be nmapped and then tunnelled
through the inter-domain core of the Internet. Another class being
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considered is sonmetimes known as "ldentifier/Locator Split". This
docunent relates to a proposal that is in the latter class of
evol uti onary approaches.

There has been substantial research relating to naming in the
Internet through the years [IEN1] [I1EN19] [IEN23] [IEN31] [ EN135]

[ RFC814] [ RFC1498] [RFC2956]. Much of that research has indicated
that binding the end-to-end transport-layer session state with a
specific interface of a node at a specific location is undesirable,
for exanple, creating avoidable issues for mobility, mnultihom ng, and
end-to-end security. Mre recently, mndful of that inportant prior
work, and starting well before the Routing RG was re-chartered to
focus on inter-domain routing scalability, the authors have been
exam ni ng enhancenents to certain nam ng aspects of the Internet
Architecture. Separately, the Internet Architecture Board (I|AB)
recently considered the matter of Internet evolution, including

nam ng [ RFC6250] .

Qur ideas and progress so far are enbodied in the ongoing definition
of an experinmental protocol that we call the Identifier-Locator
Net wor k Protocol (1LNP)

Links to relevant material are all avail able at:
http://ilnp.cs.st-andrews. ac. uk/

At the time of witing, the nmain body of peer-reviewed research from
which the ideas in this and the acconpanyi ng docunents draw is given
in [ LABHO6], [ABHO7a], [ABHO7b], [ABHO8a], [ABHO8b], [ABH09a],

[ ABHOO9b], [RABO9], [ABH10], [RB10], [BAl1l], [BAKl11l], and [BA12].

In this docunent, we:

a) describe the architectural concepts behind |ILNP and how vari ous
| LNP capabilities operate: this document deliberately focuses
on describing the key architectural changes that |LNP
i ntroduces and defers engi neering discussion to separate
docunent s.

O her docunents (listed bel ow):
b) show how functions based on ILNP would be realised on today’s
I nternet by proposing an instance of |ILNP based on | Pv6, which
we call ILNPv6 (there is also a docunent describing | LNPv4,
which is how | LNP could be applied to | Pv4).

c) discuss salient operational and engineering issues inpacting
t he depl oynent of ILNPv6 and the inpact on the Internet.
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d) give architectural descriptions of optional advanced
capabilities in advanced depl oyments based on the |LNP
appr oach.

1.1. Docunent Roadmap

Thi s docunent describes the architecture for the Identifier-Locator
Net wor k Protocol (ILNP) including concept of operations. The authors
recomend readi ng and understandi ng this docunment as the starting
poi nt to understandi ng | LNP.

The ILNP architecture can have nore than one engi neering
instantiation. For exanple, one can inmagine a "clean-slate"

engi neering design based on the ILNP architecture. |n separate
docunments, we describe two specific engineering instances of |LNP.
The term "1 LNPv6" refers precisely to an instance of ILNP that is
based upon, and backwards conpatible with, IPv6. The term "I LNPv4"
refers precisely to an instance of ILNP that is based upon, and
backwards conpatible with, |Pv4.

Many engi neering aspects comon to both |ILNPv4 and I LNPv6 are
described in [RFC6741]. A full engineering specification for either
I LNPv6 or ILNPv4 is beyond the scope of this docunent.

Readers are referred to other related |ILNP docunents for details not
descri bed here:

a) [RFC6741] describes engineering and inplementation considerations
that are common to both I LNPv4 and | LNPv6.

b) [RFC6742] defines additional DNS resource records that support
I LNP.

c) [RFC6743] defines a new | CMPv6 Locat or Update message used by an
ILNP node to informits correspondent nodes of any changes to its
set of valid Locators.

d) [RFC6744] defines a new | Pv6 Nonce Destination Option used by
| LNPv6 nodes (1) to indicate to ILNP correspondent nodes (by
inclusion within the initial packets of an ILNP session) that the
node is operating in the ILNP node and (2) to prevent off-path
attacks against |ILNP | CMP nessages. This Nonce is used, for
exanple, with all ILNP | CWPv6 Locator Update nessages that are
exchanged anong | LNP correspondent nodes.

e) [RFC6745] defines a new | CMPv4 Locat or Update nmessage used by an

ILNP node to informits correspondent nodes of any changes to its
set of valid Locators.
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1.2.

f) [ RFC6746] defines a new | Pv4 Nonce Option used by | LNPv4 nodes to
carry a security nonce to prevent off-path attacks agai nst |LNP
| CMP nessages and al so defines a new I Pv4 ldentifier Option used
by |1 LNPv4 nodes.

g) [RFC6747] describes extensions to the Address Resol ution Protoco
(ARP) for use with | LNPv4.

h) [ RFC6748] describes optional engineering and depl oyment functions
for ILNP. These are not required for the operation or use of |LNP
and are provided as additional options.

Hi story

In 1977, Internet researchers at University Coll ege London wote the
first Internet Experinment Note (I EN), which discussed issues with the
i nterconnection of networks [IEN1]. This identified the inclusion of
net wor k-1 ayer addresses in the transport-|layer session state (e.qg.
TCP checksun) as a significant problemfor nobile and nul ti honed
nodes and networks. |t also proposed separation of identity from

| ocation as a better approach to take when designing the TCP/IP
protocol suite. Unfortunately, that separation did not occur, so the
depl oyed I Pv4 and |1 Pv6 Internet entangl es upper-|ayer protocols
(e.g., TCP, UDP) with network-layer routing and topol ogy infornation
(e.g., |IP Addresses) [IENl] [RFC768] [RFC793].

The architectural concept behind ILNP derives froma June 1994 note
by Bob Smart to the IETF SIPP Wo nailing list [SIPP94]. In January
1995, Dave Clark sent a simlar note to the I|ETF I Png W5 nailing
list, suggesting that the I Pv6 address be split into separate
Identifier and Locator fields [IPng95].

Afterwards, Mke O Dell pursued this concept in Internet-Drafts
describing "8+8" [8+8] and "GSE" (d obal, Site, and End-systen)

[GSE]. More recently, the | RTF Nanmespace Research G oup (NSRG
studied this nmatter around the turn of the century. Unusually for an
| RTF RG the NSRG operated on the principle that unaninity was
required for the NSRG to make a reconmendati on. Atkinson was a
menber of the | RTF NSRG At | east one other protocol, the Host
Identity Protocol (HI P), also derives in part fromthe | RTF NSRG
studies (and rel ated antecedent work). This current proposal differs
fromODell’s work in various ways, notably in that it does not

requi re depl oyment or use of Locator rewiting.
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The key idea proposed for ILNP is to directly and specifically change
the overl oaded semantics of the IP Address. The Internet comunity
has indicated explicitly, several times, that this use of overl oaded
semantics is a significant problemw th the use of the Internet
protocol today [ RFC1498] [RFC2101] [ RFC2956] [ RFC4984].

Wil e the research comunity has nade a nunber of proposals that
coul d provide solutions, so far there has been little progress on
changi ng the status quo.

1. 3. Term nol ogy
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [ RFC2119].

2. Architectural Overview
I LNP takes a different approach to nanming of conmunication objects
within the network stack. Two new data types are introduced which
subsume the role of the | P Address at the network and transport
layers in the current |IP architecture.

2.1. ldentifiers and Locators

ILNP explicitly replaces the use of |IP Addresses with two distinct
nane spaces, each having distinct and different semantics:

a) ldentifier: a non-topol ogical nane for uniquely identifying a
node.

b) Locator: a topologically bound nane for an | P subnetwork.
The use of these two new nanespaces in conparison to I[P is given in

Table 1. The table shows where existing names are used for state
information in end-systens or protocols.
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Layer | I P | | LNP
_______________ e
Application | FQN or IP Address | FQDN
Transport | 1P Address | Ildentifier
Net wor k | 1P Address | Locator
Physical i/f | |P Address | MAC address
_______________ o

FQDN = Fully Qualified Dormai n Name
i/f = interface
MAC = Medi a Access Contro

Table 1: Use of Nanes for State Information in Various
Communi cati on Layers for IP and | LNP

As shown in Table 1, if an application uses a Fully Qualified Domain
Name at the application-layer, rather than an | P Address or other

| ower-layer identifier, then the application perceives no
architectural difference between IP and ILNP. W call such
applications "well-behaved" with respect to nanming as use of the FQDN
at the application-layer is recomended in [ RFC1958]. Sone ot her
applications also avoid use of I P Address information within the
application-layer protocol; we al so consider these applications to be
"wel | -behaved”. Any well-behaved application should be able to
operate on | LNP without any changes. Note that application-level use
of | P Addresses includes application-level configuration information,
e.g., Apache web server (httpd) configuration files nmake extensive
use of I P Addresses as a formof identity.

| LNP does not require applications to be rewitten to use a new
Net wor ki ng Application Progranming Interface (API). So existing
wel | - behaved | P-based applications should be able to work over |LNP
as is.

In ILNP, transport-Ilayer protocols use only an end-to-end, non-

topol ogi cal node ldentifier in any transport-layer session state. |t
is inportant to note that the node ldentifier names the node, not a
specific interface of the node. In this way, it has different

semantics and properties than either the I Pv4 address, the |IPv6
address, or the IPv6 interface identifier [RFC791] [RFC4291].

The use of the ILNP Identifier value within application-Iayer
protocols is not recommended. |Instead, the use of either a FQDN or
sonme di fferent topol ogy-i ndependent nanespace i s reconmrended.

At the network-1layer, Locator values, which have topol ogica

significance, are used for routing and forwarding of |ILNP packets,
but Locators are not used in upper-layer protocols.
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As well as the new nanespaces, another significant difference in
ILNP, as shown in Table 1, is that there is no binding of a routable
nane to an interface, or Sub-Network Point of Attachnment (SNPA), as
there is in IP. The existence of such a binding in IP effectively
bi nds transport protocol flows to a specific, single interface on a
node. Al so, applications that include IP Addresses in their
application-layer session state effectively bind to a specific,
single interface on a node [ RFC2460] [RFC6724].

In ILNP, dynam c bindi ngs exi st between Identifier val ues and
associ ated Locator values, as well as between {ldentifier, Locator}
pairs and (physical or logical) interfaces on the node.

Thi s change enhances the Internet Architecture by adding crisp and
clear semantics for the lIdentifier and for the Locator, renoving the
overl oaded semantics of the I P Address [RFC1992] [RFC4984], by
updati ng end-system protocols, but w thout requiring any router or

backbone changes. |In ILNP, the closest approximation to an IP
Address is an I-L Vector (I-LV), which is a given binding between an
Identifier and Locator pair, witten as [I, L]. [|-LVs are discussed

in nore detail bel ow

Where, today, |P packets have

- Source | P Address, Destination |P Address
i nstead, |LNP packets have

- source |-LV, destination I-LV

However, it nust be enphasised that the I-LV and the | P Address are
*not* equi val ent .

Wth these nam ng enhancenments, we will inprove the |nternet
Architecture by adding explicit harnoni sed support for many
functions, such as nultihomi ng, nobility, and | Psec.

2.2. Deprecating | P Addresses

I LNP pl aces an explicit Locator and ldentifier in the |IP packet
header, replacing the usual |IP Address. Locators are tied to the
topol ogy of the network. They may change frequently, as the node or
site changes its network connectivity. The node ldentifier is
normal ly much nore static and remai ns constant throughout the |ife of
a given transport-|layer session, and frequently nuch | onger.

However, there are various options for Identifier values, as

di scussed in [RFC6741]. The way that 1-LVs are encoded into packet
headers is different for IPv4 and I Pv6, as explained in [ RFC6741].
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2.

Identifiers and Locators for hosts are advertised explicitly in DNS

t hrough the use of new Resource Records (RRs). This is a logical and
reasonabl e use of DNS, conpletely anal ogous to the capability that
DNS provides today. At present, anong other current uses, the DNS is
used to map froman FQDN to a set of addresses. As ILNP replaces IP
Addresses with lIdentifiers and Locators, it is then clearly rationa
to use the DNS to map an FQDN to a set of Identifiers and a set of
Locators for a node.

The presence of ILNP Locators and Identifiers in the DNS for a DNS
owner nane is an indicator to correspondents that the correspondents
can try to establish an I LNP-based transport-|layer session wth that
DNS owner nane.

Specifically in response to [ RFC4984], |ILNP inproves routing
scalability by hel ping multi honed sites operate effectively with
Provi der Aggregated (PA) address prefixes. Mny nultihonmed sites
today request provider-independent (Pl) address prefixes so they can
provi de session survivability despite the failure of one or nore
access links or Internet Service Providers (1SPs). |LNP provides
this transport-layer session survivability by having a provider-

i ndependent Node Identifier (NID) value that is free of any
topol ogi cal semantics. This N D val ue can be bound dynamcally to a
Provi der Aggregated Locator (L) value, the latter being a topol ogica
nane, i.e., a PA network prefix. By allow ng correspondents to
change arbitrarily anong nultiple PA Locator values, survivability is
enabl ed as changes to the L values need not disrupt transport-Iayer
sessions. In turn, this allows an ILNP nultihonmed site to have both
the full transport-layer and full network-layer session resilience
that is today offered by Pl addressing while using the equival ent of
PA addressing. In turn, this elimnates the current need to use
globally visible Pl routing prefixes for each nultihonmed site.

3. Session Term nol ogy

To inprove clarity and readability of the several |LNP specification
docunents, this section defines the terns "network-Iayer session" and
"transport-layer session" both for |P-based networks and | LNP-based
net wor ks.

Today, network-1layer |IP sessions have 2 conponents:

- Source | P Address (A.S)
- Destination I P Address (A_D)

For exanple, a tuple for an I P | ayer session would be:

<IP: AS, AD
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I nst ead, network-1layer |LNP sessions have 4 conponents:

- Source Locator(s) (L_S)

- Source ldentifier(s) (I1_S)

- Destination Locator(s) (L_D)

- Destination Identifier(s) (L_S)

and a tuple for an I LNP session woul d be:
<ILNP: I S, L. S |_D L_D>

The phrase "ILNP session” refers to an | LNP-based network-1| ayer
session, having the 4 conponents in the definition above.

For engi neering efficiency, nultiple transport-|ayer sessions between
a pair of ILNP correspondents normally share a single |ILNP session
(I-LV pairs and associ ated Nonce values). Also, for engineering
conveni ence (and to cope with situation where different nodes, at
different | ocations, mght use the sane | values), in the specific

i mpl ementation of ILNPv6 and | LNPv4, we define the use of nonce

val ues:

- Source-to-destination Nonce value (N_S)
- Destination-to-source Nonce value (N_D)

These are explained in nore detail in [RFC6741], with [ RFC6744] for
| LNPv6 and [ RFC6746] for |LNPv4.

Today, transport-Ilayer sessions using IP include these 5 conponents:

- Source | P Address (A.S)

- Destination I P Address (A_D)

- Transport-layer protocol (e.g., UDP, TCP, SCTP)
- Source transport-|layer port nunber (P_S)

- Destination transport-|ayer port nunber (P_D)

For exanple, a TCP tuple would be:
<TCP: P.S, PD AS AD>

Instead, transport-layer sessions using |ILNP include these 5
conponent s:

- Source ldentifier (1_9S)

- Destination Identifier (I_D)

- Transport-layer protocol (e.g., UDP, TCP, SCTP)
- Source transport-|ayer port nunber (P_S)

- Destination transport-layer port nunber (P_D)
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2.

3.

3.

1

and an exanpl e tuple:

<TCP: P.S, P.D, IS, | _D>

O her Goal s

While we seek to nmake significant enhancenents to the current
Internet Architecture, we also wish to ensure that instantiations of
I LNP are

a) Backwards conpatible: inplenentations of ILNP should be able to
work with existing IPv6 or | Pv4 deploynents, w thout requiring
appl i cation changes.

b) Incrementally depl oyable: to deploy an inplenentation of |ILNP
changes to the network nodes should only be for those nodes
that choose to use ILNP. The use of ILNP by sone nodes does
not require other nodes (that do not use ILNP) to be upgraded.

Architectural Changes Introduced by |LNP

In this section, we describe the key changes that are nmade to the
current Internet Architecture. These key changes inpact end-systens,
rather than routers.

Identifiers

Identifiers, also called Node Identifiers (NIDs), are non-topol ogi ca
val ues that identify an ILNP node. A node might be a physical node
or a virtual node. For exanple, a single physical device m ght
contain multiple independent virtual nodes. Alternately, a single
virtual device might be conmposed frommnultiple physical devices. In
the case of a Multi-Level Secure (M.S) system [DlI A] [ DoD85] [DoD87]

[ RFC5570], each valid Sensitivity Label of that system mi ght be a
separate virtual node

A node MAY have nultiple ldentifier values associated with it, which
MAY be used concurrently.

In normal operation, when a node is responding to a received |LNP
packet that creates a new network-|ayer session, the correct NID
value to use for that network-layer session with that correspondent
node will be learned fromthe received | LNP packet.

In normal operation, when a node is initiating conmunication with a
correspondent node, the correct | value to use for that session wth
that correspondent node will be | earned either through the
application-layer nanming, through DNS nane resolution, or through
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sonme alternative nane resolution system Another option is an

application nay be able to select different | values directly -- as
Identifiers are visible above the network layer via the transport
pr ot ocol

3.1.1. Node ldentifiers Are Inmutable during a Session

Once a Node ldentifier (NID) value has been used to establish a
transport-layer session, that Node ldentifier value fornms part of the
end-to-end (invariant) transport-layer session state and so MJST
remain fixed for the duration of that session. This neans, for
exanpl e, that throughout the duration of a given TCP session, the
Source Node ldentifier and Destination Node |dentifier values wll

not change.

In normal operation, a node will not change its set of valid
Identifier values frequently. However, a node MAY change its set of
valid Identifier values over tine, for exanple, in an effort to
provide identity obfuscation, while remaining subject to the
architectural rule of the precedi ng paragraph. Wen a node has nore
than one Node ldentifier value concurrently, the node night have

mul tiple concurrent |ILNP sessions with sone correspondent node, in
whi ch case Node Ildentifier values MAY differ between the different
concurrent |LNP sessions.

3.1.2. Syntax

ILNP Identifiers have the same syntax as |Pv6 interface identifiers
[ RFC4291], based on the EU -64 format [IEEE-EU ], which helps wth
backwards conpatibility. There is no semantic equivalent to an I LNP
Identifier in |Pvd or |Pv6 today.

The Modified EU -64 syntax used by both ILNP Identifiers and | Pv6
interface identifiers contains a bit indicating whether the value has
gl obal scope or local scope [IEEE-EU] [RFC4291]. |ILNP Identifiers
have either gl obal scope or |ocal scope. |f they have gl obal scope,
t hey SHOULD be gl obal | y uni que.

Regar dl ess of whether an ldentifier is global scope or local scope,
an ldentifier MJST be unique within the scope of a given Locator
value to which it is bound for a given ILNP session or packet flow.
As an exanple, with ILNPv6, the ordinary |IPv6 Nei ghbour Discovery
(ND) processes ensure that this is true, just as ND ensures that no
two | Pv6 nodes on the sanme | Pv6 subnetwork have the sane | Pv6 address
at the sanme tine
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Both the | EEE EUl - 64 specification and the Mdified EU -64 syntax
also has a 'Goup’ bit [IEEE-EUI] [RFC4291]. For both |ILNP node
Identifiers and also IPv6 interface identifiers, this Goup bit is
set to O.

3.1.3. Senumntics

Uni cast ILNP Identifier values nane the node, rather than nam ng a
specific interface on that node. So ILNP lIdentifiers have different
semantics than IPv6 interface identifiers

3. 2. Locators

Locators are topologically significant nanmes, anal ogous to
(sub)network routing prefixes. The Locator nanes the |IP subnetwork
that a node is connected to. |LNP neither prohibits nor mandates in-
transit nodification of Locator val ues.

A host MAY have several Locators at the sane tine, for exanple, if it
has a single network interface connected to nultiple subnetworks
(e.g., VLAN deployments on wired Ethernet) or has multiple interfaces
each on a different subnetwork. Locator values nornally have Locator
Preference Indicator (LPlI) values associated with them These LPIs

i ndicate that a specific Locator value has higher or |ower preference
for use at a given tine. Local LPlI values nmay be changed through
local policy or via managenent interfaces. Renote LPlI values are
normally learned fromthe DNS, but the [ocal copy of a renote LP

val ue nmight be nodified by local policy relating to preferred paths
or prefixes.

Locator values are used only at the network layer. Locators are not
used in end-to-end transport state. For exanple, Locators are not
used in transport-layer session state or application-layer session
state. However, this does not preclude an end-system setting up

| ocal dynamic bindings for a single transport flowto nultiple
Locat or val ues concurrently.

The routing systemonly uses Locators, not ldentifiers. For unicast
traffic, ILNP uses longest-prefix match routing, just as the IP
I nt ernet does.

Section 4 bel ow describes in nore detail how Locators are used in
forwardi ng and routing packets froma sendi ng node on a source
subnetwork to one or nore receiving nodes on one or nore destination
subnet wor ks.
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A difference fromearlier proposals [GSE] [8+8] is that, in nornal
operation, the originating host supplies both Source Locator and
Destination Locator values in the packets it sends out.

Section 4.3 describes packet forwarding in nore detail, while Section
4.4 describes packet routing in nore detail.

3.2.1. Locator Values Are Dynanic

The ILNP architecture recogni ses that Locator values are
topologically significant, so the set of Locator val ues associ ated
with a node normally will need to change when the node’s connectivity
to the Internet topol ogy changes. For exanple, a nobile or

mul ti honed node is likely to have connectivity changes fromtine to
time, along with the correspondi ng changes to the set of Locator

val ues.

When a node using a specific set of Locator val ues changes one or
nore of those Locator values, then the node (1) needs to update its

| ocal know edge of its own Locator values, (2) needs to inform al
active Correspondent Nodes (CNs) of those changes to its set of
Locator values so that ILNP session continuity is maintained, and (3)
if it expects incom ng connections the node al so needs to update its
Locator-related entries in the Domain Name System [ RFC6741]

descri bes the engineering and inplenentation details of this process.

3.2.2. Locator Updates

As Locator val ues can be dynam c, and they could change for a node
during an |ILNP session, correspondents need to be notified when a
Locator value for a node changes for any existing |ILNP session. To
enable this, a node that sees its Locator val ues have changed MJST
send a Locator Update (LU) nessage to its correspondent nodes. The
details of this procedure are discussed in other |ILNP docunents --

[ RFC6741], [RFC6743], and [RFC6745]. (The change in Locator val ues
may al so need to be notified to DNS but that is discussed el sewhere.)

3.2.3. Syntax

I LNP Locators have the sanme syntax as an | P unicast routing prefix.
3.2.4. Senantics

I LNP uni cast Locators have the sanme semantics as an | P unicast

routing prefix, since they name a specific subnetwork. |LNP neither
prohibits nor requires in-transit nodification of Locator val ues.
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3.3. | P Address and ldentifier-Locator Vector (I-LV)

Historically, an |IP Address has been considered to be an atonic
datum even though it is recognised that an | P Address has an
internal structure: the network prefix plus either the host 1D (IPv4)
or the interface identifier (IPv6). However, this internal structure
has not been used in end-system protocols; instead, all the bits of
the | P Address are used. (Additionally, in |Pv4 the | Pv4 subnet nask
uses bits fromthe host ID, a further confusion of the structure,
even thought it is an extrenely useful engineering nechanism)

In ILNP, the IP Address is replaced by an "ldentifier-Locator Vector"
(I-LV). This consists of a pairing of an ldentifier value and a
Locator value for that packet, witten as [I, L]. Al ILNP packets
have Source ldentifier, Source Locator, Destination ldentifier, and
Destination Locator values. The | value of the I-LV is used by
upper -1l ayer protocols (e.g., TCP, UDP, SCTP), so needs to be

i mutable. Locators are not used by upper-layer protocols (e.qg.

TCP, UDP, SCTP). Instead, Locators are simlar to |IP routing
prefixes, and are only used to nane a specific subnetwork.

While it is possible to say that an I-LV is an approximation to an IP
Address of today, it should be understood that an I-LV:

a) is not an atomic datum being a pairing of two data types, an
Identifier and a Locator.

b) has different semantics and properties to an | P Address, as is
described in this docunent.

In our discussion, it will be convenient sonetimes to refer to an

I-LV, but sonetines to refer only to an ldentifier value, or only to

a Locator val ue.

| LNP packets always contain a source |I-LV and a destination |I-LV.
3.4. Notation

In describing how capabilities are inplemented in ILNP, we will

consider the differences in end-systens’ state between |P and ILNP in
order to highlight the architectural changes
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We define a formal notation to represent the data contained in the
transport-layer session state. W define:

A = | P Address

I = ldentifier

L = Locator

P = Transport-layer port nunber

To differentiate the local and renote values for the above itens, we
al so use suffixes, for exanple:

_L
R

| ocal
renot e

Wth I Pv4 and |1 Pv6 today, the invariant state at the transport-|ayer
for TCP can be represented by the tagged tuple:

<TCP: AL, AR PL, PR --- (1)
Tag values that will be used are:
I P I nt ernet Protocol
I LNP I dentifier-Locator Network Protocol
TCP Transni ssion Control Protocol
UDP User Datagram Prot ocol
So, for exanple, with IP, a UDP packet woul d have the tagged tuple:
<UbP: AL, AR PL, PR --- (2)

A TCP segnent carried in an | P packet nmay be represented by the
t agged tupl e binding:

<TCP; AL, AR PL, PR<IP. AL AR )
and a UDP packet woul d have the tagged tuple binding:

<UDP: AL, AR PL, PR<IP AL AR --- (4)
In ILNP, the transport-|layer state for TCP is:

<TCP; | L, I R PL, PR --- (5)
The binding for a TCP segnent within an | LNP packet:

<TCP: I L, I|_R PL, PR<ILNP. LL LR —-- (86)
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When conparing tuple expressions (3) and (6), we see that for |P, any
change to network addresses inpacts the end-to-end state, but for

I LNP, changes to Locator values do not inpact end-to-end state. This
provi des end-system session state invariance, a key feature of |LNP
compared to IP as it is used in sone situations today. |LNP adopts
the end-to-end approach for its architecture [SRC84]. As noted

previ ously, nodes MAY have nore than one Locator concurrently, and
nodes MAY change their set of active Locator values as required.

Whi | e t hese docunents do not include SCTP exanpl es, the sane notation
can be used, sinply substituting the string "SCTP* for the string
"TCP" or the string "UDP" in the above exanpl es.

3.5. Transport-Layer State and Transport Pseudo- Headers

In ILNP, protocols above the network [ayer do not use the Locator

val ues. Thus, the transport |ayer uses only the | values for the
transport-layer session state (e.g., TCP pseudo- header checksum UDP
pseudo- header checksum), as is shown, for exanple, in expression (6)
above.

Additionally, froma practical perspective, while the | values are
only used in protocols above the network layer, it is convenient for
themto be carried in network packets, so that the nanespace for the
| values can be used by any transport-layer protocols operating above
t he conmon network | ayer

3. 6. Rati onal e for This Docunent

Thi s docunent provides an architectural description of the core ILNP
capabilities and functions. It is based around the use of exanple
scenarios so that practical issues can be highlighted.

In sone cases, illustrative suggestions and |ight discussion are
presented with respect to engineering issues, but detail ed discussion
of engineering issues are deferred to other |LNP docunents.

The order of the exanples presented belowis intended to allow an
i ncrenental technical understanding of ILNP to be devel oped. There
is no other reason for the ordering of the exanples listed bel ow

Many of the descriptions are based on the use of an exanple site
network as shown in Figure 3. 1.
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site oo
network L ----- + CN

. Fommm - + linkl +----+

| SRR

D . | | .

.----+ SBR | . Internet
H | |
| Hoo-- -
e + link2

CN = Correspondent Node
D = Device
H = Host

SBR = Site Border Router

Figure 3.1: A Sinple Site Network for |LNP Exanples

In sone cases, hosts (H) or devices (D) act as end-systens within the
site network, and conmunicate with (one or nore) Correspondent Node
(CN) instances that are beyond the site.

Note that the figure is illustrative and presents a | ogical view
For exanple, the CN may itself be on a site network, just like H or
D

Al so, for formulating exanples, we assunme |ILNPv6 is in use, which has
the sane packet header format (as viewed by routers) as |IPv6, and can
be seen as a superset of IPv6 capabilities.

For sinplicity, we assunme that name resolution is via the depl oyed
DNS, whi ch has been updated to store DNS records for |ILNP [ RFC6742].

Note that, from an engi neering viewpoint, this does NOT nean that the
DNS al so has to be ILNP capable: existing IPv4 or IPv6 infrastructure
can be used for DNS transport.

3.7. ILNP Milticasting

Mul ticast forwarding and routing are unchanged, in order to avoid
requiring changes in deployed IP routers and routing protocols.
ILNPv4 multicasting is the sane as | ETF Standards Track | Pv4

mul ticasting [RFC1112] [RFC3376]. |ILNPv6 multicasting is the same as
| ETF Standards Track | Pv6 nulticasting [ RFC4291] [ RFC2710] [ RFC3810].
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4. |ILNP Basic Connectivity

In this section, we describe basic packet forwarding and routing in
ILNP. We highlight areas where it is simlar to current IP, and al so
where it is different fromcurrent IP. W use exanples in order to
illustrate the intent and show the feasibility of the approach

For this section, in Figure 4.1, His a fixed host in a sinple site
network, and CN is a renote Correspondent Node outside the site; H
and CN are |LNP-capable, while the Site Border Router (SBR) does not
need to be | LNP-capabl e.

site o +----t
net wor k . Smm - + CN
R + +----+
| SRR
. | | .
.----+ SBR | . Internet
H | | .
| |
R +
CN Cor respondent Node

H
SBR

Host
Site Border Router

Figure 4.1: A Sinple Site Network for |LNP Exanples
4.1. Basic Local Configuration

This section uses the term "address managenent", in recognition of
the analogy with capabilities present in |IP today. In this docunent,
address managenent is about enabling hosts to attach to a subnetwork
and enabling network-1layer comunication between and anong hosts,

al so i ncludi ng:

a) enabling identification of a node within a site.
b) allowi ng basic routing/forwarding froma node acting as an end-
system

If we consider Figure 4.1, imagine that host H has been connected to

the site network. Administratively, it needs at |east one | val ue
and one L value in order to be able to conmunicate.
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Today, l|ocal adnministrative procedures allocate | P Addresses, often
usi ng various protocol nechanisns (e.g., NETCONF-based router
configuration, DHCP for |Pv4, DHCP for |Pv6, |IPv6 Router
Advertisenents). Similarly, |local adm nistrative procedures can
allocate I and L values as required, e.g., |I_Hand L_H This may be
t hrough manual configuration

Additionally, if it is expected or desired that H night have inconi ng
communi cati on requests, e.g., it is a server, then the values |I_H and
L H can be added to the rel evant name services (e.g., DNS, N S/ YP)

so that FQDN | ookups for H resolve to the appropriate DNS resource
records (e.g., NID, L32, L64, and LP [RFC6742]) for node H

From a network operations perspective, this whole process al so can be
autonated. As an exanple, consider that in Figure 3.1 the Site
Border Router (SBR) is an | Pv6-capable router and is connected via
linkl to an ISP that supports IPv6. The SBR will have been all ocated
one (or nore) IPv6 prefixes that it will nulticast using |Pv6é Routing
Advertisenents (RAs) into the site network, e.g., prefix L 1. L 1 is
actually a local IPv6 prefix (/64), which is forned from an address
assi gnnent by the upstream | SP, according to [ RFC3177] or [RFC6177].
Host Hwill see these RAs, for exanple, on its local interface with
nane ethO, will be able to use that prefix as a Locator value, and
wi |l cache that Locator value locally.

Al so, node H can use the nechani sm docunented in either Section 2.5.1
of [RFC4291], in [RFC3972], [RFC4581], [RFC4982], or in [RFC4941] in
order to create a default | value (say, |_H), just as an |IPv6 host
can. For DNS, the I _H and L_1 values may be pre-configured in DNS by
an admi ni strator who al ready has know edge of these, or added to DNS
by H using Secure DNS Dynami ¢ Update [RFC3007] to add or update the
correct NID and L64 records to DNS for the FQDN for H.

4. 2. | -L Communi cati on Cache

For the purposes of explaining the concept of operations, we tal k of
a local I-L Comrunication Cache (ILCC). This is an engineering
conveni ence and does not formpart of the ILNP architecture, but is
used in our exanples. Mre details on the ILCC can be found in

[ RFC6741]. The ILCC contains information that is required for the
operation of ILNP. This will include, anongst other things, the
current set of valid Identifier and Locator values in use by a node,
t he bi ndi ngs between them and the bindi ngs between Locator val ues
and interfaces.
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4.3. Packet Forwarding

When the SBR needs to send a packet to H, it uses |ocal address
resol uti on mechani snms to di scover the bindings between interface
addresses and currently active |I-LVs for H For our exanple of
Figure 3.1, | Pv6 Neighbour D scovery (ND) can be used wi thout

nodi fication, as the I-LV for ILNPv6 occupies the sane bits as the

| Pv6 address in the | Pv6 header. For packets fromH to SBR the sane
basi ¢ mechani sm applies, as long as SBR supports |IPv6 and even if it
is not |ILNPv6-capable, as I1Pv6 ND is used unnodified for |LNPv6.

For Figure 3.1, assum ng

- SBR advertises prefix L_1 locally, uses | value |I_S, and has an
Et hernet MAC address M S on interface with | ocal name sbrO

- Huses | value | _H and has an Et hernet MAC address of M H on the
interface with |ocal nane ethO

then Hwill have in its | LCC

[1_H L_1] --- (7a)
L 1, ethO --- (7Db)

After the IPv6 RA and ND nechani sm has executed, the ILCC at H woul d
contain, as well as expressions (7a) and (7b), the following entry
for SBR

[1_S L_1], MS --- (8)

For ILNPv6, it does not matter that the SBR is not |LNPv6-capable, as
the 1-LV [I_S, L_1] is physically equivalent to the | Pv6 address for
the internal interface sbrO.

At SBR, which is not |ILNP-capable, there would be the follow ng
entries inits local cache and configuration

L 1:1_S --- (93)
L 1, sbroO --- (9b)

Expression (9a) represents a valid IPv6 ND entry: in this case, the
| S value (which is 64 bits in ILNPv6) and the L_1 val ues are,

ef fectively, concatenated and treated as if they were a single | Pv6
address. Expression (9b) binds transmissions for L 1 to interface
sbr0. (Again, sbrO is a local, inplenentation-specific nane, and
such a binding is possible with standard tools today, for exanple,

i fconfig(8).)
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4.4. Packet Routing

If we assune that host His configured as in the previous section, it
is nowready to send and receive | LNP packets.

Let us assune that, for Figure 4.1, it wishes to contact the node CN
whi ch has FQDN cn. exanple.comand is | LNP-capable. A DNS query by H
for cn.exanple.comw |l result in NID and L64 records for CN, with

values | _CN and L_CN, respectively, being returned to H and stored in

its | LCC:

[ _CN, L CN --- (10
This will be considered active as long as the TTL val ues for the DNS
records are valid. |If the TTL for an | or L value is zero, then the
value is still usable but becones stale as soon as it has been used

once. However, it is nore likely that the TTL value will be greater
than zero [BA11l] [ SBKO1].

Once the CN's | value is known, the upper-layer protocol, e.g., the
transport protocol, can set up suitable transport-|ayer session
state:

<UDP: | _H, |_CN, P_H P_C\> .- (11)

For routing of ILNP packets, the destination L value in an | LNPv6
packet header is semantically equivalent to a routing prefix. So,
once a packet has been forwarded froma host to its first-hop router,
only the destination L value needs to be used for getting the packet
to the destination network. Once the packet has arrived at the
router for the site network, |ocal mechanisns and the packet -
forwardi ng mechani sm as described above in Section 4.3, allow the
packet to be delivered to the host.

For our exanple of Figure 4.1, Hwll send a UDP packet over |ILNP as:
<UDP; | _H | _CN, PH P CN><ILNP: L_1, L_CN> --- (12a)
and CN will send UDP packets to H as:
<UDP; | CN, | _H P.CN P H<ILNP: L CN, L _1> --- (12b)
The | value for Hused in the transport-layer state (I _Hin
expression (12a)) selects the correct L value (L_1 in this case) from

the bindings in the ILCC (expression (7a)), and that, in turn
selects the correct interface fromthe ILCC (expression (7b)), as
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described in Section 4.2. This gets the packet to the first hop
router; beyond that, the ILNPv6 packet is treated as if it were an
| Pv6 packet.

5. Miltihomng and Multi-Path Transport
For multihonming, there are three cases to consider

a) Host Multihoming (HHMH): a single host is, individually,
connected to multiple upstreamlinks, via separate routing
pat hs, and those nultiple paths are used by that host as it
wi shes. That is, use of nmultiple upstreamlinks is managed by
the single host itself. For exanple, the host m ght have
nmul ti ple valid Locator values on a single interface, with each
Locat or val ue being associated with a different upstreamlink
(provider).

b) Multi-Path Transport (MIP): This is simlar to using ILNP s
support for host nultihoming (i.e., HIWM), so we describe
mul ti-path transport here. (lndeed, for ILNP, this can be
consi dered a special case of H VH)

c) Site Multihomng (S -MH): a site network is connected to
nmul tiple upstream|links via separate routing paths, and hosts
on the site are not necessarily aware of the nultiple upstream
paths. That is, the multiple upstream paths are nanaged
typically, through a site border router, or via the providers.

Essentially, for ILNP, nultihomng is inplemented by enabling:
a) multiple Locator values to be used sinultaneously by a node

b) dynam c, simultaneous binding between one (or nore) ldentifier
val ue(s) and multiple Locator val ues

Wth respect to the requirenents for hosts [RFC1122], the nultihom ng
function provided by ILNP is very flexible. 1t is not useful to

di scuss ILNP multihoming strictly within the confines of the
exposition presented in Section 3.3.4 of [RFC1122], as that text is
couched in terns of relationships between | P Addresses and
interfaces, which can be dynamic in ILNP. The closest relationship
between I LNP multi homi ng and [ RFC1122] would be that certainly |ILNP
coul d support the notion of "Miltiple Logical Networks", "Miltiple
Logi cal Hosts", and "Sinple Miltihon ng"
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5.1. Host Miltihom ng (H M)

At present, host nultihoming is not common in the deployed |nternet.
When TCP or UDP are in use with an |IP-based network-1layer session
host mul ti hom ng cannot provide session resilience, because the
transport protocol’s pseudo-header checksum binds the transport-I|ayer
session to a single I P Address of the nultihonmed node, and hence to a
single interface of that node. SCTP has a protocol-specific

mechani smto support node nul ti hom ng; SCTP can support session
resilience both at present and al so w thout change in the proposed
approach [ RFC5061] .

Host nultihoming in ILNP is supported directly in each host by |ILNP
The sinpl est explanation of HHWMH for ILNP is that an | LNP-capable
host can sinmultaneously use nultiple Locator values, for exanple, by
havi ng a binding between an | value and two different L values, e.g.
the 1LCC may contain the |-LVs:

[1_1, L_1] --- (14a)
[1_1, L_2] --- (14b)
Additionally, a host may use several | values concurrently, e.g., the

I LCC may contain the I-LVs:

[1_ 1, L_1] --- (15a)
[171, L 2] --- (15b)
[172, L 2] --- (15c)
[1°3, L 1] --- (15d)

Architecturally, ILNP considers these all to be cases of nultihoning
the host is connected to nore than one subnetwork, each subnetwork
bei ng named by a different Locator val ue.

In the cases above, the selection of which I-LV to use would be
through | ocal policy or through nmanagenment mechani sms. Additionally,
suitably nodified transport-layer protocols, such as nulti-path
transport-layer protocol inplenentations, may nake use of nultiple
I-LVs. Note that in such a case, the way in which multiple I-LVs are
used woul d be under the control of the higher-1layer protocol

Recal |, however, that L values al so have preference -- LPlI val ues --
and these LPI val ues can be used at the network |ayer, or by a
transport-layer protocol inplenentation, in order nake use of L

val ues in a specific nmanner.

Note that, froma practical perspective, |ILNP dynanmically binds L

values to interfaces on a node to indicate the SNPA for that L val ue,
so the nmultihoming is very flexible: a node could have a single
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interface and have multiple L values bound to that interface. For
exanpl e, for expressions (14a) and (14b), if the end-systemhas a
single interface with | ocal nane ethO, then the entries in the ILCC

will be:
L 1, ethO --- (16a)
L 2, ethO --- (16b)

And, if we assune that for expressions (15a-c) the end-system has two
interfaces, ethO and ethl, then these ILCC entries are possible:

L 1, ethO --- (17a)
L 2, ethl --- (17Db)

Let us consider the network in Figure 5.1.

site
net wor k
SR + L 1
| SRR
. | | .
.----+ SBR | . Internet
| | :
H | SRR
.o SR + L 2
L 1 = global Locator value 1
L 2 = global Locator value 2
SBR = Site Border Router

Figure 5.1: A Sinple Miltihonm ng Scenario for |LNP

We assunme that H has a single interface, eth0. SBR will advertise
L1and L 2 internally to the site. Host Hwill configure these as
both reachable via its single interface, ethO, by using ILCC entries
as in expressions (16a) and (16b). Wen packets fromH that are to
egress the site network reach SBR, it can nake appropriate decisions
on which link to use based on the source Locator value (which has
been inserted by H or based on other |o